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PRESENTATION OUTLINE

1) What is inside a Digital Twin?

2) Who are Users?

3) What are requirements for Digital Twin Platforms?
4) One viable system architecture

5) What is the implementation status?

6) What is to come later?

7) How can you contribute?
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Decision making (autonomous or human)

Violations detected

Monitors
Al Salt) A Sult)

Digital twin with real-time co-simulation with live data
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Schematic View of
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DT — Digital Twin
PT — Physical Twin

Deploy
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DIGITAL TWIN LAYERS: A PROPOSAL

Services

Asset
Management

Data Ingestion
& Processing

Physical
Entities

NOTE: This is not a strictly layered architecture
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WHAT IS INSIDE THE DIGITAL TWIN LAYERS?

Trend analysis Visualisation Fleet support

e = & A

Data Models Functions Services Tools

Data Data Data Data : Data
: . : Data fusion . ..
Data Ingestion collection transmission storage processing visualization
& Processing
Adapters and brokers

System of

NOTE: This is not a strictly layered architecture

Services
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WHO ARE THE USERS?

Type of User [ Create DT N Configure Reconfigure Execute Analyze Save
Assets DT DT DT Results DT*

SME \/ \/ \/

Manufacturers

SME Customers v v v v

Software v v’ v v v v

Consultants

Researchers Vv ) v v v v v

\Personas / Roles

*Save DT - Save a running instance of a DT
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A PEEK INTO USER ROLES?

Type of User ‘Create DT Configure /ﬁéconfiqure Execute Anal)\'ﬁ Save
Assets DT ' DT DT Results | DT

SME \/ \/ \/

Manufacturers

SME Customers v v v v

Software v v v v v v

Consultants

Researchers v 4 K v \/ \/

DT Asset Provider DT Creator
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RECAP OF THE DIGITAL TWIN LAYERS?

What-if analysis Decision support Calibration
Services
Configuration Trend analysis Fleet support

e = & A

Data Models Functions Services Tools

Data Data Data Data : Data
: e : Data fusion . ..
collection transmission storage processing visualization

Adapters and brokers

System of

NOTE: This is not a strictly layered architecture

Data Ingestion
& Processing

Physical
Entities
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An Example of DT/PT Lifecycle

; llllll 78] Cathode 1
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BIGP A\ ... weJ (O O o o 0 o) e
I 7 HH = ‘ 5
| BIGP "W+ nn uu oo n !LFF'I:I‘JLI [Irr:" Cathode 3

Battery

BIGP
manufacturers End-users Battery recyclers @
Batrtery ldentity
: q . Global Passport
— I =
| LA, )25\ 5%

Ref: F. Naseri, S. Gil, C. Barbu, E. Cetkin, G. Yarimca, A.C. Jensen, P.G. Larsen, C. Gomes, Digital twin of electric vehicle battery systems: Comprehensive

“an N hy

review of the use cases, requirements, and platforms, Renewable and Sustainable Energy Reviews, Volume 179, 2023, s %9
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WHAT ARE DIFFERENT LIFECYCLE PHASES
OF A DIGITAL TWIN?

o J ~ Virtual environments

Create Execute

« All stages are possible @_

* Potentially user driven

« Transitions are not sequential / \ visualization

oy I
) @ Q Explore Analyze I~
Need a dedicated

Calibration

-
. . A Terminate Save
® £ SN
& Evolve /

DT Lifecycle Manager J

(part of Services Layer) {
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SYSTEM ARCHITECTURE

[Persen]
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[ ] - = Direct = [ -
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: " [HTTP. GraphaL] (DT DSL, HTTP] : . : :
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= Container: NestJS, : - User Workspace .
OAuth2, git and [ GraphQL] (HTTR, GraphQL] A2 L L [Container : dacker] .
DevOps workflows EEEEEEEEEE sEEEEEEEEEESE -
[HTTP.GraphaL] : Data,Models, .
- - Functions,Tools DT_Runner .
. . P [: nodejs,GraphQL] -
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] - Data
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. [oi] . - Control
" . = Manage L u [Comm Protocols]
H = [NodeJS] deploy and : .
Digital Twin as a Service (DTaaS) = . . connect wrap DT .
u -
[Software System)] . . - [Git, HTTP, FTP] [systemd, shell] -
o ] . -
Y v \ : :
Data .
and -
-
file system ; lr Control =
. Cloud Services - . TCP/IP
s fthItIa:‘;b . [Software System] [Software System] Digital Twin [ 1 Physical Twins
[Software System] ---llllllllllllllllll* [Physical System]

local file system

On premise and external compute,
on host computer

and accounting services

DevOps A

[gitlab runner] .




SYSTEM ARCHITECTURE: A BLOCK DIAGRAM REPRESENTATION

Digital Twins
, , =
[5 ‘ H X @} DT Lifecycle @) @
y ‘ Manager .

DT e N\
. Execution DT Configuration @ monitoring
Cloud Services Manager e
PR ?) what-if analysis visualisation
o
Services
Fleet Analysis ™ trends
webapp N ysis il )

~
8 = N
, . - S— = Data K tools Services
ata an OO
e ot Reusable .
Q control . curity v Assets @ models functions &DTs
& S/ Service

Mesh - /
Physical V)
Twins
Accounting User
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WHAT IS THE

o IMPLEMENTATION

[Person]

Access services
[HTTR,TCP]

STATUS?

‘Evvsl\?\f\;&]! Access
Workspaces
Single Page Web Application Service Rout [HTTFRINC]
[: React, GraphQL] hEssssssEsEEEEsEEnas ervice Router ' User Workspace

[: Traefik, Consul] sssEmEmEEEEm

[Container : docker]

L |

| | [ ]

u n

| | n

. = Manage Assets "

. a [HTTP, GraphQL] Integrate |

- [TCPIP] =

:

| |
OAuth2 Services
[HTTP] Reusable Assets [Container: docker]

[Container : NestJS,
GraphQL]

RabbitMQ, MQTT,
MongoDB, InfluxDB,
Grafana

Digital Twin as a Service (DTaa$S) . manage Data
[Software System] = [NodedS] and .
Control .
a P > [Comm Protocols] -
| ]
file system .
Gitlab [Software System] Physical Twins
[Software System] [Physical System]

local file system
on host computer




IMPLEMENTATION: A BLOCK DIAGRAM REPRESENTATION

Data, Monitoring and Visualization Services
3 Grafana NMQTT
Services 1 @ influxdb 0 MongoDB
Rabbit
BaRaoit Digital Twins
Reusable k_) [" J[ - @]
webapp Assets ki \ -
8 % E map
8 m docker
D Workspaces user
) = " Jupyter
control ity v Jupy
urt >_
&Q 5ec/ Service we —* X VscCode
Mesh
Physical v GitLab
Twins
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SUPPORT FOR DIFFERENT LAYERS

Services

Asset
Management @ @ \

Data Models Functions Services Tools

Data Data Data
collection transmission storage

Data
visualization

Data Ingestion
& Processing

Physical _
Enﬁities Outside the platform

NOTE: This is not a strictly layered architecture
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SUPPORT FOR DIFFERENT LAYERS (2)

Container / Component Implementation Status Off the Shelf Software Temporary Replacement

Octave, Matlab, File File system, Gitlab API

system
Data Ingestion and Complete RabbitMQ, MQTT,
Processing MongoDB, InfluxDB,
Grafana
Gitlab OAuth mTLS (additional safety)
User Workspaces Complete ML Workspace Docker
(Upgrade OS and packages) Container
DT Services Not Started InfluxDB, Grafana
Service Router Complete Traefik
(new development in service mesh)
Not Started
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WHERE CAN YOU INSTALL THE SOFTWARE?

LE l _________

User Workspace

~
User Workspace | s
(one per user) — OAuth v
et . & ]{Wﬁgpsite]—l——)

\
|
\
|
} |
|
\
‘ (one user) . A A |
B T “fL |Lib Ms][w_gpsite—oﬂ’—; \J | .
i — | | v treofik |§RMS
| nede & | e N !
| 7 ‘.‘ < | | L docker ) |
| _ ! | '
| : Q’ Operating System | | ( of AR ) |
[ vbuntu JE | &  Operating System |
I
:/ﬂ \l I\ubuntu j:
| =] Hardware | : [ A 1,
= J ! | = Hardware |
N N === | \\:‘/ I
(N J
L |
Localhost - ideal for: Webserver - ideal for:
« Single user * Multiple users
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2,
&

* Developement
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INSTALL ON VIRTUAL MACHINES

/v

]
o
WebApp
http(s).//services.foo.com http(s)://foo.com
_______________ 1 e I |
| p I I |
o) oM I
: T g £ = a | | ! v !
= o = o S | access | - http(s)://gitlab.foo.com |
= o 2 4 5 User Workspace SR |
| = (=2 i = S : | (one per user) OAuth "‘ |
: L I | EE . traofik ,Ll,l\)Wl(VIS WFDQ—) |
e A | N
| I
| w | . nede @ e |
| docker I | docker docker |
I 7 = N s == < |
G ) Operatin I ofA .
| blt Sp g ! : &  Operating System :
, | ubuntu ystem | | ubuntu
\ S \ /|
. A e N |
|| = | | )
L Hardware ! A Hardware '
I \ y, | I = |
I | - /o
(vagrant box live) (vagrant box live)
Ideal for virtual machines
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TECHNOLOGY STACK

/v

Web Application

Asset Management Layer
(Library Microservice)

Deployment/Installation
Software

Typescript Typescript Shell
Material Ul NodeJS Javascript
React NestJS Vagrant
Redux Jest Docker
Oauth CloudCMD
Jest
Playwright
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PRESENTATION OUTLINE

—

What is inside a Digital Twin?
Who are Users?

What are requirements for Digital Twin Platforms?

N

i

One viable system architecture

w
—r —rd S )

o2

What is the implementation status?

N O
—

How can you contribute?

/ AARHUS PRASAD TALASILA
V UNIVERSITY 3 MARCH 2024 SOFTWARE ENGINEERING AND COMPUTING SYSTEMS

DEPARTMENT OF ELECTRICAL AND COMPUTER
ENGINEERING



CONCEPTUAL MODEL OF DT CONFIGURATION
[ Digital Twin ]%defines/——[Configuration]

‘ | Specified in YAML file

contains

needs \I/

\l/ ( Platform \
Reusable may | Asset Services
Assets have Configuration Configuration
LYRES SEE Infrastructure
Infrastructure <t—uses—
: : Management Tools
Configuration |
/ [ \ \ / manages
[ Models ] Data
P— links \l/
Functions
Software Cloud
Toolsand | ) Infrastructure
Frameworks Services

o J
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DIGITAL TWIN CONFIGURATION FORMAT (YAML)

assets: #config for all DT assets services:
config: internal:
location: string [file, url] rabbitma:

compute: #execution environment

host: enum [docker, isolated host, shared host] external: #integration with external services
software-id: dockerid / osid service_name;
ports:
physical_twin: #info comes from PT to DT hostnames:
config:

location: string [file, url]
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ASSET MANAGEMENT LAYER (LIBRARY MICROSERVICE)

« Unified APl to web application Single API
« GraphQL API to be Gitlab GraphQL API I
- Library
compliant Microservice
« REST API for large file transfers ‘L J’ l
Local Gitlab Seaweed
File System Repositories File System
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WEB APPLICATION - FLOW FOR DIGITAL TYA/'2! nEV/EI ADMENT

DTaaS

_— https://www.dtaas.foo.com/digitaltwins Creqte DT
,
e EXPPlOr@ Reusable Assets

Library manage Execute |Ana|yze‘
The Digital Twin as a Service igi i
g! ‘ Digital Twins Side panel editor
Library Workbench
. i Functions |M0dels‘ Tools I | Data | ‘ Digital Twins | | Services ‘
Workbench —
asset4 I <>
description in description in description in . .
one sentence one sentence one sentence assety [ preview of yamlimarkdown files by
...... react-markdown
details enter select details enter select details enter select
‘ cancel ‘ |va|idate | ‘ save ‘ ‘ create ‘
Execute DT
https://www.dtaas.foo.com/digitaltwins c u DTaaS
The Digital Twin as a Service hitps://www.dtaas.foo.com/digitaltwins M q nq [ ] e D I
Library Create || Manage Analyze The Digital Twin as a Service
Digital Twins Library Creat Execute| |Anal
‘ W kb h — - reate [o] xecule nalyze
orkbenc Name-1 O Digital Twins
description in one sentence J Workbench
start / sto log description in one sentence description in one sentence description in one sentence
Status line
trace log from execution manager
This step is irreversible. would you
like to delete digital twin?
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WHAT DOES EXECUTION MANAGER DO?

@ Do anager 1. Manage execution of digital twins in
cloud environments
PTq <€ » DT,
2. Scale to many digital twins
PT, |« » DT,
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DT RUNNER

-
Output - l_J mE * Provides Management interface to
Execution Input —@ 3
Manager

DTaaS execution infrastructure

o—T - -
e Turna DT into a web service

[T] * Well-defined OpenAPI interface

Twin

Services

I

User Interface

TIN,

Ref: Adopted from A Software Engineering Perspective on Digital Twin: Many Candidates, None Elected, Antoine Beugnard, IEEE International Conference on !
Digital Twin, Portsmouth, 2023.
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User
[Person]

DEVELOPMENT PRIORITIES

Access -]

]
:
. Workspaces
. [HTTPVNC]
- W N EEEEEEEEE AN NS S NS AN EEEEEEEEAEEEEEEEEEEEEEEEEEEEEET S eEEEEEEEmEE
L] - ]
L ] L] -
[ ] u -
n ™ LA B R A NN N RNEENENBENNENRNRRENNNERERDBNENNENRENESNNENNNNNNENSRNH.SE.! -
= " = L]
v ¥ - -
- " - -
- : DT : [ ]
website 2 = Configuration = -
WwWwi Validator = .
Single Page Web Application n LEL LR LR [Container: python] = =
[: React, GraphQL] EEEEEEEEEEEEEEEEEEE Serwc_e Router Ser:lice ™
- [: Traefik, Consul] Manage DTs -
: [GraphQL, DT DSL] Start-2 [HTTP.GraphQL] .
Integrate | Improve Security | : :
- - EEEEEEEEEEESEEESEEEESR = : -
Gitlab, DT Runner | : : : :
L ]
| : : : .
- Manage Assets = .
. [HTTP, GraphQL] . .
L ] L ] :
= .
a [ ]
= L]
- DT Execution Manager =
OAuth2, git and Copy Assets [: Kubernetes,Nomad, User Workspace
DevOps workflows Reusable Assets [HTTP, GraphQL] Vagrant] [Container : docker]

|

[Container : NestJS,

[HTTPR,GraphQL] EEEEEEEEEm EEEEEEEEEN - | |

: : GraphaL O Fr DT Runner [Port to Ubuntu 22.04|

- . Comp'ete q|t [: nodejs,GraphQL] AN ;

: manage Integration Complete and Release |

- gi =
Digital Twin as a Service (DTaaS) E . dilz)l:rslreacl;ld - . I
[Software System] . - [Kubernetes APIl_=. ____ ____  Wrap DT .

= = - [systemd, shell]

Gitlab DevOps l - )
[Software System] [gitlab runner] Kubernetes Digital Twin

EsmEmEm EEEEEEEEEEEEEEEEEE [Software System]
Authentication provider

using OAuth2 service




Use of Gitlab DevOps Infrastructure

GitLab instance Runner on Kubernetes cluster Kubernetes APl POD

) Get a Cl job. Adva ntaqes:
0 1. Standard (Gitlab) API for all kinds of

deployments

2. No need to develop own programs to

Cl job data. manage DT deployments

-
»—

Create a POD to run the Cl job.
__._____.__.________.____.__.________.__.____._b

POST to Kube API

Execute job.

>

Cl build job = Prepare + Pre-build + Build + Post-build

Job logs

Kubernetes APl FOD

GitLab instance Runner on Kubernetes cluster

ST IN
o,

Ref: Gitlab Kubernetes Executor o % s

6 N
P,
SIS AR

\\§

Q
Ysis. s1oW
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N
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https://docs.gitlab.com/runner/executors/kubernetes.html

ON-BOARDING NEW DEVELOPERS

A few things to quickly get off the ground:
1. Read through the documentation to get a birds’ eye view
2. Follow developer guidelines
3. Write good code
1. follow SOLID principles

2. Testand
3. Maintain code quality (as measured by pre-commit hooks, codeclimate and
codecov

4, Open Pull Request
5. Participate in the discussion to improve and merge the PR
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https://into-cps-association.github.io/DTaaS/development/index.html
https://into-cps-association.github.io/DTaaS/development/developer/index.html

Use existing installation:

R E LEVANT LI N I(S prasad.talasila@ece.au.dk

Research Paper Docs

[m] ¢3¢ [m] [=]

L
IEI:E‘J [5]

https://arxiv.org/abs/2305.07244

https://into-cps-association.github.io/DTaaS/

Codebase Examples

i g

-
https://qgithub.com/INTO-CPS-Association/DTaaS/releases https://github.com/INTO-CPS-Association/DTaaS-Examples
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